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High Rayleigh number compressible convection in
Venus’ atmosphere: Penetration, entrainment, and
turbulence
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Abstract. Numerical simulations of two-dimensional, nonlinear fully compressible
convection at the subsolar point in the clouds of Venus are presented. One
moderate Rayleigh number case (Ra, = 6.8 x 10%) and two high Rayleigh number
(Ra, = 1.1 x 10°) cases are considered. Cloud-level convection is characterized by
cold, narrow downwellings that deeply penetrate the underlying stable layer and
that entrain warmer air from the overlying stable layer. The convection layer depth,
as determined from the horizontally averaged static stability, spans 9 km (47-56
km altitude) and 14 km (46-60 km altitude) for the moderate Rayleigh number
and high Rayleigh number simulations, respectively. In the high Rayleigh number
cases, convective penetration extends over a scale height from the bottom of the
convection layer down to 38 km altitude. Strong convective entrainment completely
erodes the overlying stable layer in the high Ra, cases and incorporates it into the
convection layer. The timescale for entrainment of the overlying stable layer is
roughly 1 day and may explain why cellular features are predominantly found near
and downwind of the subsolar point. The high Rayleigh number simulations are
convectively turbulent and exhibit a spectral energy cascade of k3, where k is the
horizontal wavenumber. Our results suggest that cellular features in the subsolar
region are observed at the cloud tops because convection may extend to much
higher altitudes there. Downward penetrative convection may also be responsible

for turbulence observed in Venus’ atmosphere at 45 km altitude.

1. Introduction

Penetrative convection strongly influences atmospher-
ic dynamics in the clouds of Venus. Pioneer Venus
and Vega 2 probes as well as Magellan radio occulta-
tion experiments detected a neutrally stable region from
roughly 48 to 55 km altitude, bounded both above and
below by stable layers [Seiff et al., 1980; Young et al.,
1987; Jenkins et al., 1994; Hinson and Jenkins, 1995].
This neutrally stable region is produced by convective
mixing. However, the influence of cloud-level convection

may extend far beyond the neutrally stable region. Pre-
“vious simulations indicate that downflow plumes pene-

trate the underlying stable layer and generate internal
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gravity waves below the convection layer, while convec-
tive entrainment of the overlying stable layer generates
gravity waves above [Baker et al., 1998]. Penetration by
deep convection may explain the large cellular features
observed in ultraviolet images near the subsolar point
[Baker and Schubert, 1992]. It may also force the global
Y feature [Gierasch, 1987], generate small-scale gravity
waves that may contribute to the mean flow [Schinder
et al., 1990; Leroy and Ingersoll, 1995], and induce vari-
ations in sulfuric acid concentration in the lower cloud
region [James et al., 1997; Baker et al., 1998].

The large cellular features observed near the subsolar
point in Mariner 10, Pioneer Venus, and Galileo ultravi-
olet images are located at cloud top heights of roughly
65 km altitude [Murray et al., 1974; Rossow et al., 1980;
Belton et al., 1991]. These cells are thought to be caused
by thermal convection in the region [Belton et al., 1976;
Covey and Schubert, 1981; Belton et al., 1991; Baker
and Schubert, 1992]. Unfortunately, only coarse mea-
surements of the thermal structure in the subsolar re-
gion have been performed (by Venera landers 10, 11,
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and 12) and stability inferences from these data do not
capture the fine stability structure [Seiff, 1983]. How-
ever, high-resolution observations of the thermal struc-
ture away from the subsolar point [Seiff et al., 1980;
Young et al., 1987; Jenkins et al., 1994; Hinson and
Jenkins, 1995] indicate that the neutrally stable layer
only reaches up to roughly 55 km altitude, 10 km below
the cloud tops. Upward convective penetration has been
proposed as a mechanism for producing the cloud top
cells [Belton et al., 1991; Baker and Schubert, 1992], but
recent numerical simulations show that cloud-level con-
vection is characterized by strong, narrow downwellings
and that upward penetration is relatively weak [Baker
et al., 1998]. More vigorous convection might penetrate

higher, a possibility we investigate
will show that sufficiently vigorous convection does ex-
tend to much higher (and lower) altitudes in the subso-
lar region.

The numerical simulations of Baker et al. [1998] ex-
hibit many interesting features. Cloud-level convection
consists of cold, narrow downflow plumes that deeply
penetrate the underlying stable layer (by as much as
5 km) and entrain air from the overlying stable layer.
Penetration and entrainment widen the neutrally sta-
ble region by roughly 2 km and generate internal gravity
waves in the stable layers. Convective downdrafts expe-
rience intense compressional heating as they penetrate
into the underlying stable layer and also generate non-
linear “interfacial” waves within the penetrative region.
This nonlinear response of the penetrative region may
account for turbulence observed at 45 km altitude [ Woo
et al., 1982]. Furthermore, the simulations suggest that
the Vega balloons drifted in a relatively quiescent part
of the convection layer. Calculated vertical velocities of
1-5 ms~! at 54 km altitude (the average altitude of the
Vega balloons) are consistent with Vega measurements,
but much larger velocities (~11-14 m s™!) occur in the
lower part of the convection layer.

The purpose of this paper is to investigate the nature
of high Rayleigh number convection in Venus’ atmo-
sphere. Baker et al. [1998] used a value of eddy diffu-
sion of 155 m? s~ !, consistent with values inferred from
radio scintillation experiments [Leroy, 1994]. The value
of eddy diffusion deduced from photochemical modeling
is 2 orders of magnitude smaller at roughly 2 m? s~!
[Krasnopolsky and Parshev, 1981, 1983; Krasnopolsky,
1985; Yung and Demore, 1982]. However, this value
of eddy diffusion may not be appropriate for model-
ing small-scale turbulence since eddy diffusion in pho-
tochemical models also parameterizes large-scale dy-
namics. Nevertheless, smaller values of eddy diffu-
sion (higher Rayleigh number) result in more vigorous
convection and potentially more extensive penetration
since less heat can be transported by small, turbulent
eddies. In this paper, calculations of subsolar convec-
tion in Venus’ atmosphere with eddy diffusion coeffi-
cients of 155 and 84 m? s~! are presented. (The case
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presented here with an eddy diffusivity of 155 m? s!

differs from the Baker et al. [1998] 100% subsolar heat-
ing case in horizontal extent only (60 km and 180 km,
respectively).) The small reduction in eddy diffusion
causes large differences in the extent of penetration and
the character of convection in the subsolar region. We
begin by presenting the model of Venus’ atmosphere.
The next section describes the results of our simula-

tions, and the last section discusses the implications of
these results for the subsolar region.

2. Model

The mathematical model of Venus’ atmosphere and
fl’lD nnmor;r‘ﬁl BI’\I“\"I\‘)I"]’\ aro 'Pn]]\r ADQI"‘;}'\QA ’;“ f]'lﬂ an.
the numerical approach are fully described in the ap

pendix. Briefly, we use a two-dimensional (2-D), non-
linear, fully compressible model of a perfect gas to sim-
ulate cloud-level convection from 35 to 60 km altitude.
Full compressibility is required because cloud-level con-
vection in Venus’ atmosphere spans a scale height (~7
km at 50 km altitude) or more and local compressibil-
ity preferentially produces strong, narrow downwellings
[Hurlburt et al., 1984]. Variables in our model such as
density, velocity, and potential temperature are decom-
posed into two components: a steady (at the timescales
of our simulations) background state that is supported
by processes such as thermal radiation and large-scale
dynamics with timescales much longer than convection
and waves, and time-dependent deviations from this
background state that include convection and waves
with timescales of seconds to hours. A Venus-like back-
ground stability profile similar to that used by Young
et al. [1987] is adopted (Figure 1), and the background
mean wind is zero. Time-dependent deviations (con-
vection and gravity waves) are driven by absorption of
solar radiation in the clouds. The simulations in this
paper consider solar heating at the subsolar point (Fig-
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Figure 1. Static stability profile for the background

state (solid) and subsolar heating profile (dashed) as a
function of altitude.
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Table 1. Input Parameters Different Among the
Three Cases

Case A Case B Case C
Km, m2s71 155.0 84.1 84.1
Ko, m2 57} 155.0 84.1 84.1
d, km 20.0 20.0 25.0
Ra, 6.8 x10¢ 1.1 x10° 1.1 x10°
Altitude, km 40-60 40-60 35-60
Az, km 0.181 0.121 0.121
Az, km 0.121 0.121 0.121

ure 1), the maximum solar heating possible in Venus’
atmosphere. Subsolar heating is determined from ex-
trapolation of Pioneer Venus solar flux measurements
[Tomasko et al., 1980]. Small-scale turbulence is mod-
eled by eddy diffusion with a constant diffusion coeffi-
cient. The conservation equations of mass, momentum,
and energy are solved explicitly using a time-adaptive
leapfrog scheme for all but the diffusion terms, which
are solved using an implicit Crank-Nicolson scheme and
Jacobi iteration in the energy equation and an explicit
time lag scheme in the momentum equations. Spatial
derivatives are computed using centered, second-order
differences on a vertically staggered grid. A frequency
filter [Asselin, 1972] is applied at every time step to
dampen the leapfrog computational mode.

The heating profile in Figure 1 shows the strongest
heating near the top of the domain. At first, one may
conclude that this heating profile provides a stabilizing
influence on the atmosphere since the upper portions
of the atmosphere warm faster than the lower portions.
In fact, the subsolar heating provides a destabilizing
influence on the atmosphere. Consider a simple uni-
formly internally heated system with an insulating lower
boundary. By the argument above, this system should
not convect because the bottom of the layer warms at
the same rate as the top of the layer. However, convec-
tion does occur in this system if the critical Rayleigh
number is exceeded [e.g., Roberts, 1967]. Destabiliza-
tion occurs because a negative temperature gradient is
established to transfer heat out of the system conduc-
tively.

Below 60 km altitude, the Venus atmosphere is ra-
diatively opaque [Hou and Goody, 1989], and longwave
radiative transfer can be modeled by a radiative diffu-
sivity. In the calculations presented here, the values of
eddy diffusivity (84 and 155 m? s~!) are larger than
the values of radiative diffusivity in Venus’ atmosphere
(1 m? s~! at 35 km altitude to 48 m? s™! at 60 km
altitude). Because heat transfer is accomplished dif-
fusively, a negative temperature gradient (destabilizing
influence) must be established to transport heat up-
ward. If heating occurs in a stable layer, the layer be-
comes less stable. If heating occurs in a neutrally sta-
ble layer, the layer becomes unstable, and convection
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ensues. Stronger destabilization (i.e., a more negative
temperature gradient) occurs in regions where heating
is larger. Thus, although heating is largest near the top
of the domain, absorption of solar radiation exerts a
destabilizing influence on the atmosphere below 60 km
altitude. Above 60 km altitude, radiation to space be-
comes dominant and longwave radiation can no longer
be modeled as a diffusive process. In this situation, a
heating profile with a positive gradient (larger heating
values at larger altitudes) may produce a stable atmo-
sphere.

We consider three cases in this paper. Each simula-
tion represents a quasi-steady solution that captures, in
a statistical sense, the potential response of the subso-
lar atmosphere to the large solar forcing at the subsolar
point. Table 1 lists input parameters that vary among
the three cases. Here, kK, is eddy momentum diffusiv-
ity, k, is eddy thermal diffusivity, d is the total depth,
Rag is the internally heated Rayleigh number defined
below, Az is the horizontal grid spacing, and Az is the
vertical grid spacing. The essential difference among
the three cases is the value of eddy diffusion and the
vertical extent of the computational domain. Cases A
and B differ in eddy diffusion (155 and 84 m? s, re-
spectively), while cases B and C differ in vertical extent
(40-60 km altitude and 35-60 km altitude, respectively).
The horizontal extent is 60 km for all three cases.

The internally heated Rayleigh number Ra, is the
ratio of buoyancy forces due to internal heat generation
to viscous forces:

(1)

Here, g is the acceleration of gravity (8.87 m s™2), ¢,
is the volumetric solar heating at the reference level, d*
represents the convection layer depth, T is the refer-
ence level temperature, p, is the reference level density,
and ¢, is specific heat at constant pressure. The refer-
ence level is located at the top of the convection layer
(different for each case) where solar heating is great-
est. The convection layer depth d* and the reference
level are determined a posteriori. As we shall see, con-
vective penetration and entrainment widen the convec-
tion layer from its background state thickness. Thus,
Rayleigh numbers based on the thickness of the back-
ground state neutrally stable layer inadequately repre-
sent the convective state of these calculations. For case
A, the convection layer extends from 47 to 56 km al-
titude. For cases B and C, the convection layer spans
from 46 to 60 km altitude. The combination of reduced
values of eddy diffusion and increased convection layer
thickness results in a much higher Rayleigh number for
cases B and C as compared to case A.

The horizontal boundaries are stress-free with a fixed
heat flux and the side boundaries are periodic. Im-
permeable, stress-free boundaries cause artificial wave
reflection and an intensification of gravity wave ampli-
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tudes in the stable layers. However, Baker et al. [1998]
have shown that the artificially trapped gravity waves
do not significantly alter the convection. The value of
heat flux at the boundaries is equal to but opposite in
sign from the solar flux at that level.

Cases A and B are started from the 100% subsolar
heating solution of Baker et al. [1998]. The input pa-
rameters for the Baker et al. [1998] 100% subsolar heat-
ing case are identical to case A except for a larger hor-
izontal extent of 180 km. The final solution of Baker
et al. [1998], from 0 to 60 km horizontally, is used to
initialize cases A and B. The initial condition for case
C is the final solution of case B from 40 to 60 km al-
titude plus a motionless, conductive state from 35 to
40 km altitude. Since our model includes sound waves,
a small time step of roughly 0.12 s is required to meet
the Courant condition for stability. Cases A, B, and C
are integrated for 13.8, 74.9, and 17.9 simulation hours,
respectively. Case B remains in the transient phase (a
state in which the mean kinetic energy exhibits long-
term growth or decay) for ~51.2 simulation hours dur-
ing which the overlying stable layer is eroded away by
convective entrainment. The nontransient, statistically
steady (i.e., when the mean kinetic energy does not ex-
hibit a secular trend) integration time for the three cases
1s 12.1, 23.7, and 11.4 hours, respectively. For the re-
mainder of the paper, time ¢ = 0 marks the beginning
of the nontransient phase.

3. Results

3.1. Penetration and Entrainment

Plate 1la shows total potential temperature at one
instant in time for the moderate Ra, simulation (case
A), where zis horizontal distance and z is altitude. The
flow is highly time-dependent (Figure 2); the images in
Plate 1 occur during a peak in kinetic energy density.
For case A, cloud-level convection occurs from roughly
47 to 56 km altitude with stable layers located both
above and below the convection layer. Convection is
characterized by cold, narrow downwellings with widths
of 1-2 km. Strong downwellings form at the top of the
convection layer by a merging of weaker downwellings.
The plume located at = 56 km is an example of a
recently merged downwelling. Downdrafts deeply pen-
etrate the underlying stable layer and generate waves
below the convection layer. The wave structure is most
easily seen in this figure at the interface between the
convection layer and the underlying stable layer. We
refer the reader to Baker et al. [1998] for a discussion
of these wave features. Typical downdraft velocities are
roughly 8-11 m s™! with higher downward velocities
(maximum downward velocity of 14.6 m s™!) occurring
Just above the underlying stable layer. The stable layer
mechanically forces the downdraft air upward. For ex-
ample, the downwelling located at # = 15 km began
penetration of the stable layer roughly 10 minutes ear-
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lier. As seen in this image, part of this plume has now
splashed upward and to the right. Upward mechani-
cal forcing by the underlying stable layer produces the
largest upward velocities in this simulation, with typical
upward velocities of roughly 3-6 m s~! and a maximum
value of 9.0 m s~ 1.

A striking difference in convective style and convec-
tion layer depth occurs for the high Ra, simulation,
case B (Plate 1b). The convection layer depth now ex-
tends from 46 to 60 km altitude. The initial condi-
tion for case B includes both stable layers, but convec-
tive entrainment has now completely incorporated the
overlying stable layer. Narrow downwellings also domi-
nate the convective planform in case B with horizontal
widths of 1-4 km. Penetration into the underlying sta-
ble layer by convective downdrafts is deeper (the extent
of penetration will be quantified later), and wave fea-
tures again can be seen at the interface between the con-
vection layer and the underlying stable layer. Typical
downdraft velocities are roughly 9-13 m s~! with a max-
imum downward velocity of 16.0 m s~!. More vigorous
motion occurs in the high Ra, simulation. The maxi-
mum upward velocities in this simulation (18.0 m s™1)
occur within the vortex located at « = 7 km. Case C
(not shown in Plate 1) exhibits similar behavior as case
B, with deep convection again occurring from 46 to 60
km altitude.

Many interesting features occur near the major down-
welling at = 10 km in Plate 1b. The downflow plume
consists of cold air separated by warmer air in the cen-
ter. The warm, buoyant air is forced downward by
the adjacent downdrafts and travels the entire depth
of the convection layer. The bubble of warm air located
above the downdraft from 59 to 60 km altitude collects
due to strong convergence and compressive heating in
the upper portion of the convection layer. When the
downwelling becomes less intense a few hours later (Fig-
ure 2), convergence weakens and this pool of warm air
mixes with cooler air. Vortices associated with down-
flow plumes are rather large, spanning over a scale
height from 43 to 53 km altitude. The vortices effi-
ciently mix air from the underlying stable layer with
air from the convection layer. Entrainment of underly-
ing stable air by plume vortices can be seen at (z = 1
km, z = 49 km) and (z = 20 km, z = 49 km).

Figure 2 shows the time series of the domain-averaged
kinetic energy density for all three cases. All three cases
are strongly time-dependent. Spectral analysis of the
kinetic energy density time series indicates dominant
periods of roughly 160 min and 65 min for case A; 300
min, 160 min, and 70 min for case B; and 230 min and
49 min for case C (Figure 3). The long period oscilla-
tions in kinetic energy are associated with the convec-
tive overturning time of convection cells with horizon-
tal scales of roughly 30 km. Even though the convec-
tive velocities are smaller for the moderate Ra, simula-
tion than for the high Ra, simulations, the convective
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Plate 1. Snapshots of potential temperature

X (km)
@ (K)
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at a peak in kinetic energy density for (a) Rag =

6.8 x 10° (case A) and (b) Rag = 1.1 x 10° (case B). The snapshots occur at time (a) t = 10.35

hours and (b) ¢ = 3.39 hours.
maximize contrast.

overturning time is shorter because the convection layer
depth is smaller. Kinetic energy oscillations with peri-
ods of roughly 50-70 min are related to a penetrative
timescale controlled by merging of weak downwellings
into stronger downwellings. The high Ra, simulations
also experience relatively rapid oscillations with peri-
ods of roughly 15-30 min associated with smaller scale
eddies and plume vortices. Case B has the highest av-
erage kinetic energy density because most of the do-
main is convectively active. The average kinetic energy
density in case C is slightly lower than in case B be-
cause the additional vertical extent in case C from 35
to 40 km altitude is stable. Case A has the lowest av-
erage kinetic energy density because less of the domain

The color map is slightly different between the two cases to

is convectively active and the convective velocities are
smaller.

Convective penetration and entrainment deepen the
neutrally stable region (Figure 4). The horizontally av-
eraged neutrally stable region spans from 47 to 56 km
altitude in the moderate Ra, case (2 km thicker than
the background state) and from roughly 46 to 60 km
altitude in cases B and C (7 km thicker than the back-
ground state). The overlying stable layer is substan-
tially weakened in the moderate Ray case and virtually
eroded away in the high Ra, cases by solar heating and
convective entrainment. The lower value of eddy diffu-
sivity in the high Ra, cases results in less heat trans-
port by small-scale turbulent eddies. The decrease in
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Figure 2. Time series of the spatially averaged kinetic

20 25

energy density over the entire computational domain

for case A (dashed), case B (solid), and case C (dotted).
Arrows indicate location of snapshots shown in Plate 1.

small-scale turbulent transport causes heat to build up
in the overlying stable layer. This heat is eventually
transferred by larger-scale convective motions. Convec-
tive entrainment mixes the relatively warm air near the
top of the stable layer with the relatively cool air near
the bottom of the stable layer (i.e., cooling occurs at
the top of the stable layer and warming occurs at the
bottom of the stable layer), eventually producing an ex-
tended neutrally stable region. Complete entrainment
of the overlying stable layer in case B takes roughly 25
hours (Figure 5). Downward penetration and strong
mixing of stable air with unstable air also weaken the
underlying stable layer. Because penetration is deeper
in the high Ra, cases, the maximum stability of the
underlying stable layer occurs at a lower altitude.
Figure 5 shows the growth of the convection layer
thickness over time in case B. Negative values of time
represent the transient phase of the simulation as de-
termined from the time series of spatially averaged ki-
netic energy. Because of strong convective penetration
and entrainment, the precise altitudes of the upper and
lower boundaries of the convection layer are somewhat
ambiguous. We define the transition from the convec-
tion layer to the stable layer as the vertical level where
the horizontally averaged static stability first exceeds
the small value of 0.05 K km™!. As Figure 5 shows, the
convection layer thickness in case B increases from 9
km to 14 km (recall that the initial condition for case B
included a stable layer above 56 km altitude). Entrain-
ment of the overlying stable layer occurs early in the
simulation until the top of the convection layer reaches
the domain boundary at 60 km altitude. Even though
the convection layer extends to 60 km altitude after ap-
proximately 25 hours, the transient phase lasts an addi-
tional 26 hours during which deep convection more fully
develops. Occasional sharp dips in the altitude of the
convection layer upper boundary denote the presence of
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Figure 3. Power spectral density Ex of spatially av-
eraged kinetic energy density as a function of angular
frequency w and period P for cases A-C. Arrows indi-
cate dominant peaks discussed in the text. The units
of Ex are J2 m® s~1.

a small, temporary stable layer produced by transient
hot bubbles near 60 km altitude (Plate 1b). Strong
convective penetration extends the lower boundary of
the convection layer to 46 km altitude over a timescale
of a few days (here, a day equals 24 hours rather than
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Figure 4. Time-averaged, horizontally averaged static
stability as a function of altitude for case A (dashed),
case B (solid), and case C (dotted). The background
static stability is given by the dash-dot line. The static
stability profiles for cases A and B do not extend below
40 km altitude, the lower boundary for the cases.

a Venus solar day). Rapid variations in the altitude
of the convection layer lower boundary illustrate the
strong time-dependence of penetrative convection.

The entrainment velocity we (the growth rate of the
convection layer by convective entrainment) is given by
[Stull, 1988]

gl
w, = AwE 2)
Ab,

where A is an empirically determined constant, w is ver-
tical velocity, and 6 is potential temperature. An over-
bar indicates a horizontal average and primed quanti-
ties are deviations from the horizontally averaged value.
Ad, represents the horizontally averaged potential tem-
perature increase across the entrainment zone. A value
of A = 0.2 is typically used for boundary layer convec-
tion in Earth’s atmosphere [Stull, 1976] and will also
be employed here. Initially for case B, the entrainment
zone is roughly 1 km thick and the static stability in
the entrainment zone is approximately 1 K km~!, thus
giving a value of A8, ~ 1.0 K. For values at 56 km al-
titude of F, = 130 W m~2 (w’# is related to F, in (3)
below), p = 0.77 kg m~3, and ¢, = 890 J kg=* K1, we
obtain an entrainment velocity w, from (2) of roughly
0.04 m s~!. This value of w, agrees quite well with
the growth rate observed in Figure 5 (convection layer
growth of 4.0 km over 25 hours gives an entrainment
velocity of 0.044 m s™1).

The upper boundary at 60 km altitude obviously
affects the high Rayleigh number solutions. Vertical
growth of the convection layer by entrainment is lim-
ited by the upper boundary in cases B and C. Posi-
tively buoyant warm bubbles near the upper bound-
ary (Plate 1b) would penetrate into the overlying sta-
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ble layer if the fixed upper boundary at 60 km altitude
were relaxed. In addition, the upper boundary miay
cause downward penetration to be slightly deeper in
extent. Hurlburt et al. [1986] found that a two-layer
system (convection layer and underlying stable layer)
captures the main dynamical features of a three-layer
system (convection layer between two stable layers)
but that downward convective penetration is roughly
7% deeper in the two-layer case. These considerations
suggest that a case with the upper boundary located
above 60 km altitude should be performed to determine
the true extent of convective entrainment and penetra-
tion within the cloud region. Above 60 km altitude,
the radiative timescale is comparable to the convective
timescale [Pollack and Young, 1975; Hou and Goody,
1989]. Thus thermal radiation will act to reduce ther-
mal fluctuations above 60 km altitude associated with
convection. Our model currently does not include this
radiative damping effect, and therefore a convection
simulation with an upper boundary above 60 km alti-
tude would exhibit more vigorous convective (and wave)
motions above this altitude than would be present in the
real Venus atmosphere. Convective entrainment in the
simulation would be unrealistically strong above 60 km
altitude, and thus the extent of convective entrainment
could not be accurately determined. Incorporation of
radiative damping into the model is necessary before
calculations above 60 km altitude can be performed.

The extent of downward penetration can be deter-
mined from the convective heat flux F,:

F. = pcpw'd’

(3)
where p is density. Positive values of F, indicate up-
ward heat transport by convection and negative values
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Figure 5. The altitudes of the top of the convection
layer (solid) and the bottom of the convection layer
(dashed) versus time for case B. Negative values of time
indicate the transient phase of the simulation. The up-
per boundary of the calculation domain is at 60 km
altitude.
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Figure 6. Time-averaged convective heat flux F, as a
function of altitude for case A (dashed), case B (solid),
and case C (dotted). The solar heat flux at the subsolar
point (dash-dot) is also plotted.

indicate regions of penetration or entrainment (e.g., rel-
atively warm air transported downward by convective
‘downwellings). Figure 6 shows the time-averaged con-
vective heat flux for all three cases. The high Ra, cases
exhibit stronger, deeper penetration than the moderate
Rag case. Average penetration extends to 42.7 km and
40.7 km altitude for cases A and B, respectively. The
domain boundary at 40 km altitude limits the extent of
penetration in case B; case C experiences average pene-
tration down to roughly 38.0 km altitude. In addition,
the amount of heat transferred downward by convective
penetration at 45 km altitude is comparable to the solar
heat flux. Convective penetration may thus operate as
a significant heat source in the underlying stable layer.
Convective heating (divergence of the convective heat
flux) due to convective penetration is largely balanced
by cooling due to divergence of eddy diffusive heat flux
[Baker et al., 1998]. Thus heating from convective pen-
etration results in increased small-scale turbulence in
the penetrative region. Convective entrainment can be
seen near the upper boundary in all three cases. En-
trainment appears stronger in case A than in cases B
and C because there is little stable air left to entrain in
the high Rag cases (i.e., entrainment has already incor-
porated the overlying stable layer into the convection
layer.)

The effect of compressibility in these simulations can
be illustrated by the horizontally averaged pressure
work W:

W, = —pV v (4)

where p is pressure and v is velocity. W, represents
the work done to modify the volume of a given fluid
element as it moves vertically; negative values of W,
tend to increase kinetic energy [e.g., Chandrasekhar,
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1961]. This term vanishes in the Boussinesq approxi-
mation since the flow is nondivergent (V - v/ = 0 in the
Boussinesq approximation). Figure 7 shows W, at a
peak in kinetic energy density for cases A and B cor-
responding to the same times depicted in Plate 1 and
indicated by the arrows in Figure 2. Negative values of
W), occur in the convection layer, while positive values
of W, exist in the penetrative region. Thus, pressure
work acts to increase the kinetic energy in the convec-
tion layer and tends to decrease the kinetic energy in
the penetrative region. Near the top of the domain,
W, is positive for case A because the overlying stable
layer acts to diminish kinetic energy, but W, is nega-
tive in this region for case B since the overlying stable
layer has been incorporated into the convection layer.
Positive pressure work in the penetrative region repre-
sents the compression of penetrating plume heads by
the underlying stable layer. The magnitude of W, is
slightly larger in the high Ra, case, but both cases ex-
hibit values of pressure work in the penetrative region
comparable to the amount of solar heating in the lower
stable layer (Figure 1). Because most of the pressure
work in the penetrative region occurs near downwelling
plume heads, local values of pressure work near penetra-
tive plumes are even larger (~0.06 and ~0.2 W m~3 for
cases A and B, respectively). These local compressional
features may be responsible for turbulence observed at
45 km altitude by radio occultation experiments [Woo
et al., 1982], a point we discuss in more detail below.

3.2. Turbulence

High frequency oscillations in the time series of ki-
netic energy density for the high Ra, simulations (Fig-
ure 2) suggest the possibility of turbulent motions. Fig-
ure 8 shows the time-averaged power spectra of verti-
cal velocity and potential temperature at 52 km alti-

6O [ ~ T
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Figure 7. Pressure work W, as a function of altitude
at a peak in kinetic energy density for case A (dashed)
and case B (solid) corresponding to the same times as
shown in Plate 1.
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Figure 8. Time-averaged power spectral density at 52 km altitude of (a) vertical velocity, case
A, (b) potential temperature, case A, (c) vertical velocity, case B, and (d) potential temperature,
case B. The dashed lines in Figures 8c and 8d represent a least squares power law fit for low to
intermediate wavenumbers with exponent values of -3.03 and -0.822, respectively. The dash-dot
lines are high wavenumber least squares power law fits with exponents of (b) -9.09 and (d) -9.52.
Power spectral density units for Figures 8a and 8c are in m? s~2 km, while the units for Figures 8b

and 8d are in K2 km.

tude as a function of horizontal wavenumber k for cases
A and B. The high Ra, vertical velocity spectrum ex-
hibits a k=3 power law at moderate wavenumber with a
steeper fall-off at high wavenumber, while the high Ra,
potential temperature spectrum shows a k=% power
law relationship at low k and a steep fall-off at high
k. (A k=3 relationship may be forming in the high
Rag potential temperature spectrum at intermediate k,
but the wavenumber range is somewhat limited.) The
moderate Ra, spectra show only a steep fall-off at high
wavenumber. To further illustrate the power law rela-
tionships, we fit the logarithm of each power spectrum
with a high-order polynomial to smooth the spectrum
and then determined the slope of the polynomial fit in
log space. Figure 9 shows the resulting power law ex-
ponent (exponential slope) as a function of horizontal
wavenumber for the four power spectra. Again, we see
that the high Ra, case exhibits a k=3 power law in
vertical velocity spectral energy over a decade of inter-
mediate wavenumbers, a k~%8 power law in potential
temperature spectral energy at low wavenumbers, and a
steep power law (~k~°) in potential temperature spec-
tral energy at high wavenumbers. The waviness of the

slopes at low wavenumber is likely caused by spurious
oscillations produced by the polynomial fit.
Two-dimensional (2-D) isotropic turbulence follows a
k=3 power law at wavenumbers larger than the wave-
number of forcing [Kraichnan, 1967; Lilly, 1969]. How-
ever, the k=3 behavior for the high Ra, simulation
also agrees with laboratory experiments of turbulent
convection [Kotsovinos, 1991], recent numerical simu-
lations of 3-D Boussinesq turbulent convection [Kerr,
1996], and large-eddy simulations of Earth’s convective
boundary layer [Mason, 1989]. Is the k=2 behavior ex-
hibited by the high Ra, simulation then caused by two-
dimensionality or convection? Lilly [1969] considered
a prescribed monochromatic forcing at k; to drive 2-D
turbulent motions. For wavenumbers less than k;, the
spectrum follows a k~5/3 relationship (an energy an-
ticascade). A k=3 spectrum occurs for wavenumbers
larger than k;. Also, polychromatic forcing compli-
cates the 2-D energy spectrum. For turbulent forcing
between wavenumbers ky; and ks, the spectrum ex-
hibits a k~5/3 relationship for k < ks1, k=2 behavior
for k > k¢2, and no discernible power law between k4
and ko [Shao and Randall, 1996]. As we show below,
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Figure 9. Power law exponent determined from poly-
nomial fits of power spectra as a function of horizontal
wavenumber for case A vertical velocity (dashed), case
A potential temperature (dotted), case B vertical ve-
locity (solid), and case B potential temperature (dash-
dot).

the buoyant forcing in our simulations is distinctly poly-
chromatic and the k=3 power law behavior falls within
the wavenumber range of this forcing, thus implying
that the k=3 spectral behavior is most likely the result of
convective turbulence rather than two-dimensionality.

Consider the 3-D Boussinesq vorticity equation [Emanuel,
1994]:

d—w:w'Vv——Vx

7 (5)
where d/dt is the material time derivative, w is the
vorticity, v is the velocity, v is the kinematic viscos-
ity, and k is the unit vector in the vertical direction.
Even though our simulations are fully compressible, the
Boussinesq vorticity equation provides insight into tur-
bulence generation in our model. The first term on the
right side of (5) represents vorticity generation and de-
struction by vortex tilting and stretching, the second
term on the right side represents vorticity generation
by buoyancy, and the last term represents vorticity de-
struction by diffusion. For 2-D systems, the vortex tilt-
ing and stretching term is zero. Since diffusion acts
primarily on high wavenumber features, the buoyancy
term is responsible for vorticity generation and dissipa-
tion in the intermediate wavenumber range, i.e., buoy-
ancy is the forcing mechanism for turbulent motions.

The buoyancy term in (5) for a 2-D system is given
by

[
(;gk) + vV3w

o ¢
Figure 10 shows time-averaged spectral power of B at
52 km altitude for case B. Clearly, vorticity forcing by
buoyancy is polychromatic with broad forcing between
roughly k = 1 km~! and k¥ = 4 km~!. Furthermore, this
polychromatic forcing is located at wavenumbers where
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the k=3 behavior occurs (Figure 8c). If the power law
cascade of energy were caused by two-dimensionality
alone, we would expect to find the k=3 behavior only
for wavenumbers larger than & = 4 km™!. Similarly,
a -5/3 anticascade at wavenumbers smaller than k£ =1
km~! would occur if 2-D turbulence were dominant. A
2-D anticascade of energy possibly appears at low £ in
Figure 8d, but the spectral energy relationship (~k~%-8)
is much less steep than k=5/3.

Under the assumption that buoyancy is the dom-
inant process for generation and dissipation of tur-
bulence at intermediate wavenumbers (the buoyancy
subrange), dimensional analysis yields [Lumley, 1964;
Turner, 1973]

E(k) < k™3 (7)

where E(k) is the velocity power spectral density. This
relationship has been previously used to describe the
cascade of energy in a stably stratified fluid [Lumley,
1964; Turner, 1973], but our simulations suggest that
this relationship also holds in the buoyancy subrange
for an unstably stratified fluid. In addition, Kotsovinos
[1991] argues through dimensional analysis that turbu-
lent fluctuations in temperature in a convective plume
follow k=3 in the buoyancy subrange.

Substantial power with a relatively flat spectrum oc-
curs at low wavenumbers in Figure 8. Large power at
low k is the consequence of periodic lateral boundary
conditions in our model, that is, the power spectrum
shows variation at the largest length scale of the com-
putational domain. The flatness of the moderate Ra,
spectra at low k indicates that a 2-D anticascade of en-
ergy does not occur in the moderate Ra, simulation.
However, the k=28 behavior at low k for the high Ra,
potential temperature spectrum suggests that a 2-D an-
ticascade of energy may exist in the high Ra, simula-
tion. As noted above, the low wavenumber slope is less
steep than for fully developed 2-D turbulence.

107
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Figure 10. Time-averaged power spectral density at 52
km altitude of vorticity forcing by buoyanc{ly E'p for case
B. Power spectral density units are in s™* km. Values
of Ep have been multiplied by 10°.
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The steep fall-off of power at high k illustrates a weak-
ness in parameterizing small-scale turbulent eddies by
simple eddy diffusion [Berkowicz, 1984]. Isotropic tur-
bulence exhibits an energy cascade of k~3/3 in the iner-
tial subrange [Kolmogorov, 1941], but our simulations
show much steeper power law behavior (k~9) in the “in-
ertial subrange.” Indeed, our high k spectra agree more
closely with high wavenumber kinetic energy spectra
in Earth’s mesosphere controlled by molecular diffusion
with a power law of k=7 [Bliz et al., 1990]. This result is
not surprising since our eddy diffusion parameterization
is analogous in form to molecular viscosity.

In summary, the k3 spectrum exhibited in case B
occurs for a wavenumber range that overlaps with domi-
nant buoyancy-forcing wavenumbers. If 2-D turbulence
were responsible for the energy cascade, the k=2 be-
havior would occur only for wavenumbers larger than
the highest forcing wavenumber. In contrast, convec-
tive turbulence produces k~2 power law behavior within
the buoyancy subrange. We therefore conclude that the
turbulent structure in the high Ra, simulation is likely
caused by convective turbulence.

4. Discussion

Numerical simulations of nonlinear, fully compress-
ible convection have been performed to investigate cloud-
level convective penetration and entrainment in Venus’
atmosphere. Three cases are presented: case A is a
moderate Rayleigh number (Rag = 6.8 x 10°) calcula-
tion from 40 to 60 km altitude, case B is a high Rayleigh
number (Ra, = 1.1 x 10°) calculation from 40 to 60
km altitude, and case C is a high Rayleigh number
(Raq = 1.1x10°) calculation from 35 to 60 km altitude.
Cloud-level convection is characterized by cold, narrow
downwellings. For the moderate Ra, simulation, down-
flow plumes have widths of roughly 1-2 km and typical
downdraft velocities of 8-11 m s~! with maximum ve-
locities of ~15 m s~! near the underlying stable layer.
The convective overturning time for the moderate Ra,
case is roughly 3 hours with a secondary penetrative
timescale of roughly 1 hour associated with mergers of
weaker downwellings into strong downdrafts. The hori-
zontal extent of convection cells is roughly 10-30 km. In
contrast, the high Ra, simulations experience more vig-
orous convection. Downflow plumes with widths of 1-4
km exhibit downward velocities of 9-13 ms~!. However,
the maximum velocity in these simulations (upward ve-
locity of 18 m s™1) occurs in the plume vortex rather
than in the penetrative downwelling. The high Raq
simulations experience convective overturning times of
roughly 4-5 hours, penetrative timescales of roughly 1
hour, and plume vortex timescales of 15-30 min. The
plume vortices can be quite large, often spanning over
a scale height vertically. An increase in the depth of
the convection layer causes the larger convective over-
turning time for the high Ra4 cases. The width of the
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convection cells (~15-45 km) is slightly larger than for
the moderate Rag case yet the aspect ratio of the cells
remains similar for all three cases.

The horizontal scale of convection cells (~15-45 km)
in our simulations is an order of magnitude smaller than
the horizontal scale of the large cellular features (~200-
1000 km) observed in the subsolar region [Murray et al.,
1974; Rossow et al., 1980; Belton et al., 1991; Baker and
Schubert, 1992; Toigo et al., 1994]. Although only 60
km wide, the horizontal domain in our simulations does
not limit the horizontal scale of the simulated convec-
tion cells [Baker et al., 1998]. There is observational
evidence in Mariner 10 and Galileo ultraviolet images
of smaller, transient cells with diameters of 50-100 km
[Murray et al., 1974; Toigo et al., 1994]). The smallest
resolvable convection cells in the UV images would have
diameters of 30-60 km, and therefore the small-scale
convection cells suggested by our model simulations to
exist in Venus’ atmosphere are at the limit of resolv-
able features. Larger cellular features with horizontal
scales of 200-1000 km could be a mesoscale organiza-
tion of individual convection cells with characteristic
sizes of 1545 km. Indeed, mesoscale convective com-
plexes in Earth’s atmosphere with horizontal scales of
100-300 km are comprised of individual thunderstorms
with horizontal scales of roughly 10-30 km [Maddoz,
1980].

Entrainment of air from the overlying stable layer can
significantly increase the convection layer depth. The
high Rag calculations display convection layer depths
of 14 km, roughly two scale heights at the cloud level.
Even though downward convective penetration is in-
tense, this deep convection develops primarily through
entrainment of overlying stable air by convective down-
wellings. The overlying stable layer from 56 to 60 km
altitude is completely eroded away by convective en-
trainment with a timescale of roughly one day. The
domain boundary at 60 km altitude limits the extent
of convective entrainment in our simulations, and it is
entirely feasible that erosion of the stable layer would
continue above 60 km altitude. Since the radiative
timescale in the Venus atmosphere becomes comparable
to the convective timescale above 60 km altitude [Pol-
lack and Young, 1975], thermal radiation would tend
to reduce thermal fluctuations associated with convec-
tion. Currently, our model does not include this ra-
diative damping effect. A simulation using the cur-
rent model with the upper boundary located above 60
km altitude thus would not capture essential physics in
Venus’ middle atmosphere. Nevertheless, it seems un-
likely that thermal radiation would instantaneously halt
convective motions above 60 km altitude. Although the
convection would be less vigorous, convective entrain-

.ment still could substantially weaken the overlying sta-

ble layer up to the cloud tops at ~65 km altitude.
We then propose the following scenario for explain-
ing the presence of cellular features in the subsolar re-
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gion at the cloud tops. In the early morning prior to
sunrise, the neutrally stable layer is relatively thin (~5
km) because the primary heat source driving convec-
tion (absorption of solar radiation) has been absent for
a substantial length of time. Even without absorption
of solar radiation, convection occurs on the Venus night-
side [Ingersoll et al., 1987]. Nightside convection may
be residual motion from strong dayside convection, or
it may be driven by absorption of thermal radiation
at the cloud base. Nevertheless, solar energy absorp-
tion returns after sunrise and drives stronger convec-
tive motions, which in turn, thicken the convection layer
through penetration and entrainment. Convection con-
tinues to become more vigorous as it nears the subsolar
point and the thickness of the convection layer continues
to increase. As it passes the location of maximum solar
heating (the subsolar point), the convection layer has
entrained much of the overlying stable layer and finally
expresses itself at the cloud tops. The magnitude of so-
lar heating now starts to decrease, but the convection
layer depth does not decrease until longwave radiation
has stabilized the atmosphere just below the cloud tops.
Thus cellular features exist at the cloud tops well into
the afternoon and early evening. This process is simi-
lar to the diurnal growth of Earth’s planetary boundary
layer [Stull, 1988]. Recovery of the stable layer on the
nightside from 55 to 60 km altitude is not well under-
stood. However, reduction in the vigor of convection is
likely a key component. With the major cause of sta-
ble layer erosion diminished on the nightside, processes
such as infrared heating and cooling that produced the
stable layer in the first place become dominant and the
stable layer recovers.

Even after deep convection fully develops in the high
Rag simulations, substantial convective entrainment per-
sists. Strong downdrafts develop from mergers of weaker
downwellings. As the weaker downwellings combine,
they often trap warmer air between them and transport
this buoyant material downward. Warm, entrained air
may travel the entire depth of the convection layer.

Convective penetration is significantly deeper for high
Rayleigh number convection. The moderate Ra, simu-
lation experiences average penetration to 42.7 km alti-
tude, while high Ra, convection overshoots over a scale
height to 38.0 km altitude. Such deep convective pen-
etration may have a dramatic influence on dynamics
in the lower atmosphere. Penetrative plumes transport
heat downward from cloud levels. In fact, downward
convective heat flux due to penetration is comparable
in magnitude to the solar heat flux at 45 km altitude
in our high Ra, simulations. Heating associated with
downward convective heat flux in the penetrative re-
gion is largely balanced by cooling associated with up-
ward turbulent (eddy diffusive) heat flux [Baker et al.,
1998], and thus convective penetration tends to gen-
erate small-scale turbulence in the penetrative region.
Convective penetration tends to destabilize the under-
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lying stable layer by producing pockets of warm air em-
bedded within relatively cold air. As our simulations
show, this destabilization may be as large as 2 K km™1.
The modified static stability will influence the frequen-
cies of internal gravity waves that may exist in the lower
atmosphere. Furthermore, internal gravity waves gen-
erated by cloud-level penetrative convection will be ver-
tically trapped from 30 to 46 km altitude by the cloud-
level convection layer and a lower convection layer from
18 to 30 km altitude [Seiff et al., 1980]. These ducted
waves will propagate horizontally and may transfer mo-
mentum and energy away from the subsolar region to
other locations on the planet. The amount of momen-
tum and energy available for wave transport is closely
related to the strength of wave forcing, i.e., the velocity
of convective downdrafts and the extent of convective
penetration. Further investigations are required to de-
termine the relationship between convective penetration
and momentum transport by convectively generated in-
ternal gravity waves in Venus’ atmosphere.

Strong penetration by convective downdrafts may
help explain turbulence observed at 45 km altitude.
Radio scintillations in Pioneer Venus radio occultation
data indicate two “turbulent” regions, one at 45 km
altitude and the other at 60 km altitude [Woo et al.,
1980, 1982]. Turbulence generated by wind-shear in-
stability [Woo et al., 1980; Woo and Ishimaru, 1981;
Woo et al., 1982] and trapped gravity waves [Woo
et al., 1980, 1982; Leroy and Ingersoll, 1996] have previ-
ously been suggested to produce radio scintillations at
these altitudes. Recently, vertically propagating inter-
nal gravity waves were proposed to account for scintilla-
tions observed near 45 km and 60 km altitude in Magel-
lan radio occultation data [Hinson and Jenkins, 1995].
However, “turbulence” at 45 km altitude could also be
caused by deep penetrative convection. Our simula-
tions indicate that horizontally averaged pressure work
near 45 km altitude induced by penetrating plumes is
comparable in value to solar heating at that altitude,
and local compression regions near penetrating plume
heads have values of pressure work 1-2 orders of mag-
nitude larger. Compressional heating may create lo-
cal gradients in buoyancy and hence decrease the local
Richardson number to values less than the critical value
of 0.25. Similarly, large vortices associated with pen-
etrating plume heads may generate strong local wind
shear and produce turbulent motions.

Convective turbulence with a spectral power law re-
lationship of k=3 is present in the high Rayleigh num-
ber simulations. Although our calculations are two-
dimensional and k=3 behavior does occur for 2-D tur-
bulence, the correlation of forcing wavenumbers with
the k~3 wavenumber range precludes 2-D turbulence as
solely responsible for the spectral energy fall-off. Two-
dimensional effects still likely occur (note the hint of an
anticascade of power to low wavenumber in Figure 8d);
however, turbulence generation by buoyancy most likely
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controls the spectrum at intermediate wavenumbers.
Simple scaling arguments suggest that convective tur-
bulence exhibits k=3 behavior in the buoyancy subrange
(the range of wavenumbers where buoyancy is the pri-
mary cause of vorticity generation and dissipation). It
is interesting to note that the k=2 behavior occurs over
a decade of wavenumbers in the vertical velocity spec-
trum, but exists over a very limited wavenumber range
(if at all) in the potential temperature spectrum. Per-
haps our high Ra, simulations are in a transitional state
to convective turbulence, and higher Rayleigh number
calculations may possibly show definitive k=3 behav-
lor in both vertical velocity and potential temperature.
Still, three-dimensional numerical simulations of tur-
bulent convection are needed to more fully reveal the
preferred planform, extent of penetration and entrain-
ment, and turbulent structure of cloud-level convection
in Venus’ atmosphere.

Appendix: Detailed Model Description
Al. Model Equations

The equations for conservation of mass, momentum,
and internal energy describe fluid flow and heat transfer
in a compressible fluid. The fully compressible equa-
tions are required since convection may span multiple
scale heights in Venus’ atmosphere [Seiff et al., 1980;
Schubert, 1983] and local compressional work may mod-
ify the extent of penetration [Hurlburt et al., 1986]. Ro-
tational effects are neglected since the Coriolis force on
Venus is small compared to the inertial force [Schu-
bert, 1983]. In addition, latent heating by evapora-
tion and condensation is negligible because mass load-
ing by Venus clouds is insignificant [Knollenburg and
Hunten, 1980; Knollenburg et al., 1980]. Absorption of
solar radiation drives convective motions in our model,
and small-scale turbulence is parameterized through
isotropic eddy diffusion. In Cartesian geometry, the
conservation equations are

0 0
—07/) = _6_z'i(pui)’ (A1)
ot PU;) = al?j PUU; T PO — Tij Pgoi3 u
00 0 Ou;
Py = —Pp 5 (Oui) + pepll5—
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+8—I’7 <pcpme 8_13,> +Ti]Tm+ Q+So, (A3)

where u; is velocity in the z; direction, p is pressure,
p 1s density, 6 is potential temperature, ¢ is time, g is
the acceleration of gravity, ¢, is the specific heat at con-
stant pressure, k, is thermal eddy diffusivity, and @Q is
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volumetric internal heating. The terms S, and S, rep-
resent “steady” processes such as large-scale dynamics
and thermal radiation that influence the vertical struc-
ture of the atmosphere but operate on timescales much
longer than convection and waves. The viscous eddy
stress tensor 7;; is given by

e = o, (O Ouj
ij = prim 8xj (9.13,' ’

Here &y, is the momentum eddy diffusivity of the fluid.
The conservation equations are supplemented by an
equation of state, which is given by the perfect gas law

(A4)

p=pRT, (A5)

where R is the gas constant and T is temperature. For
a perfect gas, the potential temperature § is related to
the temperature T by

pid
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where p, is a reference pressure. The parameters g, cp,
and R are assumed constant. Although the diffusion co-
efficients are allowed to vary horizontally and vertically
in the model formulation, k., and x, are constant for
all simulations considered here.

Variables in the model are decomposed into two com-
ponents:

(A6)

p = p+/s,
p = p+7,
u; = ﬁ,~+u§, (A7)
f = 9-+911
Q = Q+@,

where quantities with overbars indicate a steady, back-
ground state and primed quantities are time-dependent
deviations from the background state. The background
state is supported by processes that operate on time-
scales much longer than the rapid variations due to
convection and small-scale waves in Venus’ atmosphere.
For example, thermal radiation below 60 km altitude
has a characteristic timescale of 200 days to 52 years
[Pollack and Young, 1975], while convection and grav-
ity waves operate on timescales of hours to days [Rossow
et al., 1980; Ingersoll et al., 1987; Toigo et al., 1994]. As
far as convection and small-scale waves are concerned,
thermal radiation in the Venus atmosphere below 60
km altitude is a quasi-steady process. However, ther-
mal radiation does influence the thermal structure; the
stable layer between the two convection layers is possi-
bly caused by absorption of infrared radiation from the
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deep atmosphere at the cloud base [Seiff, 1983]. This
long-term influence of thermal radiation is incorporated
into the background state. Similarly, large-scale dy-
namics such as Hadley circulations may contribute to
the vertical structure of the Venus atmosphere. Stable
lapse rates are inherently required for Hadley cells to
transport heat poleward [Stone, 1974]. Processes such
as thermal radiation and large-scale dynamics that sup-
port the background state are formally represented in
equations (A1)-(A3) by S, and S,.

The background state is steady and hydrostatic; it
varies only with altitude z. The equations for the back-
ground state are given by

d (_ du _
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where 4 is the mean horizontal wind of the background
state. For the simulations reported here, the mean hori-
zontal wind # is taken to be zero. The background state
equations are not formally solved in our model. Rather,
a mean thermal structure based on Pioneer Venus probe
data is implemented to describe the Venus background
state (Figure 1). The profile of static stability is similar
to that used by Young et al. [1987].

Substitution of equations (A7) into conservation equa-
tions (A1)-(A3) and subtraction of the steady back-
ground state equations (A8)—(A10) gives
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We prefer to call this set of equations the “deviation”
conservation equations rather than the conventional
“perturbation” equations because “perturbation” im-
plies a small deviation from the background state. De-
viations may, in fact, be quite large in amplitude.
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A2. Numerical Method and Code Testing

For the numerical simulations presented here, we uti-
lize parallel supercomputers which contain many (cur-
rently from 24 to 1024) processors that operate on dis-
tributed data simultaneously rather than in sequential
order as traditional vector supercomputers do. The
code, written in High Performance Fortran (HPF) and
CM-Fortran (a version of HPF for the Connection Ma-
chine CM-5), runs on a variety of parallel platforms
including the Connection Machine CM-5, the IBM SP-
2, the SGI PowerChallenge Array, and the Cray T3E.
It utilizes the SPMD (Single Program-Multiple Data)
paradigm in which the data are distributed through-
out the processors and single instructions operate si-
multaneously on all data in the machine. In general,
computational costs are more expensive for communi-
cation between processors than for data processing at
the same processor. Thus numerical methods must be
chosen carefully to minimize communication between
processors [e.g., Leiss, 1995].

The numerical model is a finite difference code with
second-order accuracy in space and time. Spatial deriv-
atives are computed using centered second-order dif-
ferences which use information only from neighboring
gridpoints and thus helps to minimize communication
between processors. A vertically staggered grid is im-
plemented to more accurately account for vertical fluxes
[Haltiner and Williams, 1980]. For all terms but the dif-
fusion terms, the solutions are advanced in time using
an explicit second-order time-adaptive (variable time
step) leapfrog scheme. The leapfrog scheme is com-
monly used in convection and gravity wave studies [e.g.,
Deardorff, 1972; Klemp and Wilhelmson, 1978; Eidson,
1985; Tao and Simpson, 1993; Young et al., 1994] be-
cause of numerical stability for advection terms, lack
of amplitude dissipation, and ease of implementation
[Arakawa, 1966; Haltiner and Williams, 1980; Press
et al., 1989]. However, the leapfrog scheme is uncondi-
tionally unstable for diffusion terms, so other schemes
must be implemented for these terms. Two different
schemes are used for diffusion terms to strike a balance
between computational efficiency and second-order ac-
curacy. The thermal diffusion term is integrated for-
ward in time using an implicit Crank-Nicolson scheme.
Direct matrix solvers for parallel machines, although
dramatically improved in recent years, typically do not
work well since global communication between proces-
sors is required. Instead, an iterative Jacobi method
is used to solve the matrix equation. Jacobi iteration
experiences slow convergence on serial platforms, but
this method is rather efficient on parallel machines be-
cause Jacobi matrix multiplications involve only near-
est neighbor communications [Jones, 1991]. Momen-
tum diffusion terms are solved explicitly using a first-
order Euler time-lag scheme. The time-lag scheme has
been used successfully to solve diffusion terms in many
convection studies [e.g., Deardorff, 1972; Fidson, 1985;
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Table A1. Convection Benchmark Tests of HPF Code

Benchmark Ra/Ra. Nu Nucoge M Mcode P Peoge
Thirby [1970] 10.8 2.4 2.4 — 0.01 0.0 0.0
Moore and Weiss [1973] 200 11.4 11.1 — 0.04 3.6 3.7
Graham [1975] Z=1 10 4.2 4.3 0.11 0.10 0.0 0.0
Graham [1975] Z=4 10 3.4 3.5 0.19 0.18 0.0 0.0

Muthsam et al., 1995]. As we show below, the first-order
scheme does not, in practice, limit the second-order ac-
curacy of our convection simulations. In addition, we
employ the time-smoothing filter of Asselin [1972] to
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Figure Al. Resolution tests of the HPF code for the
Thirby [1970] internally heated case. The upper, mid-
dle, and lower panels show the relative error ey, e,
and eg associated with Nu, M, and K, respectively. Tri-
angles represent the measured relative error, and solid
lines indicate least squares power law fits with power
law exponents of 3.2, 2.5, and 2.1, respectively. The
grid spacing Az is nondimensional.

dampen the leapfrog computational mode.

The HPF code has been tested extensively against
previous numerical results and for numerical consis-
‘tency and accuracy. Table Al lists benchmark re-
sults against four previous convection simulations. The
Thirby [1970] case is a Boussinesq, purely internally
heated case with a steady solution, and the Moore
and Weiss [1973] case is a Boussinesq, bottom heated
calculation with time-dependent behavior. The two
steady, bottom heated, fully compressible cases of Gra-
ham [1975] exhibit different degrees of density stratifica-
tion. The nondimensional parameter Z = (T; — T,) /Ty

- used by Graham, where T; is the temperature at the

lower boundary and T, is the temperature at the up-
per boundary, is a measure of the layer thickness. The
Rayleigh number Ra in Table Al is either the bot-
tom heated Rayleigh number or the internally heated
Rayleigh number, depending on the specific case, and
Ra. is the critical Rayleigh number for the onset of
convection. Specific quantities compared include the
Nusselt number Nu (the nondimensional heat flux), the
Mach number M, and the period P of time-dependent
oscillations in Nu. As Table A1 indicates, our fully com-
pressible HPF code results agree quite well with previ-
ous steady and time-dependent numerical results. In
all cases, the flow patterns produced by the HPF code
match the benchmark flow patterns.

Numerical consistency is confirmed through resolu-
tion tests of the Thirby [1970] internally heated case.
Figure A1 shows the relative error eny, ear, and ex
(associated with Nu, M, and the domain-averaged ki-
netic energy density K, respectively) as a function of
grid spacing Az (and hence time step At, since the
size of the time step is determined from the Courant
condition). The “correct” values of Nu, M, and K are
estimated using Richardson extrapolation. For all three
quantities, the relative error decreases as the grid spac-
ing decreases, thereby indicating numerical consistency.
In addition, the solutions with different resolutions have
similar flow patterns and match the flow pattern (steady
convective rolls) of Thirby [1970].

Furthermore, least squares power law fits of the rel-
ative error indicate that the effective accuracy of the
code is second-order. As discussed earlier, the momen-
tum diffusion terms are solved with a first-order time-
lag scheme. For problems in which momentum diffusion
is a dominant process, the accuracy of the code is likely
limited by the accuracy of the momentum diffusion



z (km)

x (km)

Figure A2. Comparison of numerical results (solid)
and analytical results (dashed) for the gravity wave test
case. The zero contour of vertical velocity is shown for
time ¢ = 20.2 hours. The sponge layer influences gravity
wave wavelengths and propagation above 5 km altitude.

terms. The low Rayleigh number calculation of Thirby
[1970] offers an excellent test of the influence of the
first-order time-lag scheme on the overall accuracy of
the code since diffusion terms are relatively important.
In resolution tests of the Thirby [1970] case, the Nusselt
number Nu experiences (Az)32 convergence, the Mach
number M shows (Az)%® convergence, and the kinetic
energy K has (Az)?! convergence (Figure Al). Thus,
second-order accuracy of the code is observed even in
situations where diffusion is strong. The momentum
diffusion terms do not limit the overall accuracy of the
code probably because the time step is determined by
advection terms and therefore diffusive processes are
temporally well-resolved.

The ability of the code to accurately simulate gravity
wave propagation has also been confirmed (Figure A2).
For this test, gravity waves in an isothermal atmosphere
are continually forced at the bottom boundary by a forc-
ing function of the form w = wq cos(kz — wt), where w
is vertical velocity, wg is vertical velocity wave ampli-
tude, k is the horizontal wavenumber in the z direction,
w 1s the angular frequency, and ¢ is time. The horizon-
tal extent is 125 km, and the vertical extent is 10 km.
The side boundaries are periodic. A sponge layer with
an exponential scale height of 2.3 km exists near the
top of the domain to prevent gravity wave reflection.
Table A2 provides further specifics of the gravity wave
test case, where N is the Brunt-Vaisala frequency, w, is
the acoustic cutoff frequency, ¢ is the sound speed, [, is
the horizontal wavelength, P is wave period, and ¢, is
the horizontal phase speed. Numerical results are com-
pared to an analytical solution [Houghton, 1986] given
by

z/2H

w = wpe cos(kz — mz — wt)

(A14)

where m is the vertical wavenumber, z is altitude, and H
is the pressure scale height. The vertical wavenumber m
is related to the horizontal wavenumber k and angular
frequency w by

(w? —wi)

m2=(——l)k2+ =2

= (A15)
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Table A2. Gravity Wave Test Case

Quantity Value
N 1.785 x10~2 s~1
wq 1.976 x10~2 s~ !
c 347 ms~!
wo 0.40 ms™!
k 2.513 x10=* m~?!
ls 25 km
w 1.423 x1073 571
P 73 min
Cy 5.7ms™?

As Figure A2 shows, numerical results agree quite well
with the analytical solution. Horizontal wavelengths,
vertical wavelengths, and phase propagation coincide
with the analytical solution below 5 km altitude. Nu-
merical wave amplitudes of w ~ 0.39 m s=! (corrected
for variation of amplitude with altitude) also compare
well with the analytical value of wg = 0.40 m s~1.
Above 5 km altitude, the sponge layer modifies hori-
zontal and vertical wavelengths and strongly dampens
gravity wave amplitudes.
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